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LN - 20 – Aplicações Industriais e Especiais 

 

Abstract. Since the outstanding results of Alpha-go™, Reinforcement learning have been attracting attention from most 

diverse decision-making tasks, from the game playing to engineering domain operations, such as vibration damping or 

wind-farms management. More recently, researchers have proposed theoretical frameworks for using machine learning, 

particularly reinforcement learning, to optimize maintenance scheduling. These approaches have seen successful real-

world applications in fault detection for industrial structures like pipelines and gas turbines. Refrigeration has also 

emerged as a promising domain for applying machine learning techniques, whether for control or maintenance optimi-

zation, and this is driven by three key factors: the high energy demands and associated emissions of refrigeration systems, 

the significant costs that refrigeration failures can impose on low-margin retail businesses, and the critical importance 

of maintaining the cold chain to prevent product spoilage. Minding that, based on related works, we explore the Rein-

forcement Learning framework for a maintenance schedule to obtain an artificial intelligence actor able to manage the 

degradations of a refrigeration device over time. In the end, the proposed maintenance scheduler reduced emissions by 

around 6% and repair costs by around 33% if compared to basic maintenance scheduling methods. This ensures the 

flexibility of this framework and its suitability for deeper investigation in the search for the autonomous fault detector 

and maintenance scheduler. 

 

Keywords: Reinforcement Learning, Refrigeration, Maintenance, Emissions, Costs. 

 

1 Introduction 
 

The world cannot live without refrigeration devices. Since the mid-19th century, vapor compression refrigeration 

(VCR) changed the way society stores live stocks and perishables, improving healthiness and food safety (Cleland, 2020). 

As the cold chain has become ubiquitous globally, concerns have grown about its environmental impact and operational 

costs. In response to agreements like the Montreal Protocol and Kyoto Protocol, the refrigeration industry has been tran-

sitioning towards Low Global Warming Potential (low-GWP) refrigerants, for instance (Bobbo et al., 2018). And VCR 

had experienced substantial improvement toward higher Coefficient of Performance (COP). Thus, since the ’90s, despite 

its continuously growing role, the energy demand by refrigeration equipment has been decreasing over time (Paul et al., 

2022). 

Like all mechanical devices, refrigeration appliances are also subject to aging. A recent study by Paul et al (2022), 

found that after sixteen years of use, there is an average loss of 27% in performance, leading to higher emissions and low-

reliability devices, jeopardizing the cold chain safety. To Loisel et al (2021) highlight how Artificial Intelligence (AI) is 

already aiding in tackling this challenge. Refrigeration has been identified as a promising field for applying machine 

learning techniques (Dey et al., 2018). The availability of affordable wireless sensors for the Internet of Things (IoT) has 

greatly facilitated the use of Data Acquisition Systems (DAQs). Consequently, there has been significant growth in re-

search on Fault Detection and Diagnosis (FDD) and Maintenance Scheduling (MS) in recent years, largely leveraging 

data-driven technologies such as machine learning (Singh et al., 2022). 

For instance, Kulkarni et al (2018) proposed an automated fault detection system based solely on temperature data, 

achieving approximately 84% precision by shifting from a corrective/preventive approach to predictive or Condition 

Based Maintenance (CBM). Zhang et al (2020) demonstrated that ensemble-based classifiers can achieve up to 99.58% 

accuracy in fault detection. Overall, numerous studies have applied supervised or unsupervised learning methods to FDD 

in Heating, Ventilation, and Air Conditioning (HVAC) systems. 

The RL field also popped up as a suitable tool for solving refrigeration tasks, as explored in Barret et al. (2015) and 

Wei et al. (2017), who proposed RL based autonomous HVAC control; or prediction, as concluded by Jang et al (2021) 

or Liu et al. (2019), who investigated the potential of RL for energy pricing in office HVAC. Meanwhile, Yousefi et al 

(2020) and Zhang et al (2020) proposed the theoretical suitability of the RL algorithms for maintenance planning. Later-

on, researchers such as Hu et al. (2022) proposed a linear programming with RL pipeline to enhance maintenance deci-

sions under uncertainties. The concept, already proven had been explored in theoretical frameworks such as in 
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Mahmoodzadeh et al., (2020), who proposed RL based CBM for dry gas pipelines, or de Lima Munguba et al. (2023), 

who proposed a framework for applying RL for CBM in cooling devices. 

Reinforcement learning (RL) is particularly suited for autonomous decision-making tasks due to its ability to learn 

from environmental signals and rewards (Sutton & Barto, 2018). Key attributes include learning by interaction, focusing 

on long-term returns, being object-oriented, and balancing exploration with exploitation. Considering reinforcement 

learning's suitability for FDD, this paper aims to contribute by exploring a reinforcement learning-based maintenance 

scheduler for a refrigeration freezer. The remainder of the paper is structured as follows: Section 2 presents the materials 

and methods, including the modelling, scheduler design, and experimental setup. Section 3 covers the results and their 

interpretation. Section 4 provides the overall conclusions of the work. 

 

2 Methods and materials 
 

Freezers, the focus of this work, typically consist of a standard top-opening container to preserve perishables with a 

compressor, low-GWP refrigerant, static evaporator and condenser, temperature sensor, and control board, operating on 

a compression cycle. Usually, the internal temperature sensor drives the compressor operation, with the temperature in-

fluenced by the load characteristics and mechanical component maintenance state. In this work, the data acquisition setup 

was managed by an STFMi refrigeration multimeter, a current sensor, a temperature sensor, and lately, data processing, 

as in Figure 1 (de Lima Munguba et al., 2023). 

 

 

Figure 1. Experimental setup scheme, obtained from (de Lima Munguba et al., 2023). 

 

In principle, the goal of this setup is to gather experimental data to feed the freezer model and create a dynamic state 

test bench. So, the freezer model, Figure 2, freezer data (1) relies upon the time series constrained by the datasheet, the 

outcomes then are sent to the costs (2). Note that agent (3) can access both the rewards and the freezer outputs, i.e., 

temperature (𝜏𝑖𝑛𝑡𝑇), Current (𝐼𝑇), if the door is closed (𝑑𝑟𝑇) and the compressor delay time (𝜗𝑇). Then (3) can send back 

an action (𝑎𝑇), which will be managed by the degradation model (4) and adjusted by action freezer manager (5) recon-

figuring the freezer simulation. In real life, (1) and (4) are the freezer itself, (2) comprises the theoretical costs approxi-

mators, (3) is the remote AI algorithm interacting via IoT, and (5) is the action of the maintenance crew. In this work, (4) 

and (5) are also simulations, and that is why it is named a test bench. The agent must understand the results of the mainte-

nance actions (5) and the costs (2) as the compressor ages. 
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Figure 2. The framework of the studied maintenance scheduler and the test bench. 

 

2.1 Dynamic states 

 

Since RL learns through interaction, a simple time series cannot accomplish the interactivity criterion. As done by 

Mahmoodzadeh et al. (2020), an interactive model was built. The RL does not need to know the physics behind the 

readings to build the maintenance policy, it just relies on the inputs, understanding the model as a ‘black box’. From 

DAQ, it is possible to infer the Reference Operation (ROP) and Transient Operation (TOP) conditions through the rec-

onciliation method (Dumont et al., 2016). Based on the temperature time series, minding Newton’s law of cooling, we 

established a simplified set of low resolution calibrated readings as the freezer and its operational states. The model is 

based on a cooling and heating rates, 𝑞, in Cº/s, observing the heat flow 𝜙 and the time 𝑇. But minding that in the real-

world 𝑞 does not steady, the freezer model manipulates 𝑞𝑇 ∊ (𝑞,∞
+) when 𝑑𝑟𝑇  is open, the load  𝜛𝑙𝑇 ∊ (1,1.5) for 𝑞𝑇, 

the degradation of the compressor 𝑔, reducing 𝑞𝑇 for 𝜙 < 0 and the current. Indexing the 𝐼𝑇  to the 𝜙𝑇 the model can 

obtain how much energy was expended to reach 𝜏𝑚𝑖𝑛, the minimum internal temperature. So, the observation 𝑂𝑇  can be 

partially described as the set of equations below, Eq.1: 

 

𝑂𝑇(𝜏𝑖𝑛𝑡𝑇, 𝐼𝑇) =  

{
 
 
 
 

 
 
 
 

𝜏𝑖𝑛𝑡𝑇 = {
(𝑞𝑇 ∗ ∆𝑇) + 𝜏, 𝑖𝑓 𝜏 −  𝜏

′ > 𝑞 ∗ 5.
(𝑞𝑇 ∗  𝛿𝜏 ∗ ∆𝑇) + 𝜏, 𝑖𝑓 𝜏 −  𝜏

′ < 𝑞 ∗ 5
 | 𝑞𝑇 =

{
 
 

 
 
𝑞∗𝜛𝑙𝑇∗𝜂𝑣𝑇+𝜂ℎ𝑇+𝑠𝑓𝑇

3
∗ 𝜂𝑔𝑇, 𝑖𝑓 𝜙 < 0 𝑎𝑛𝑑 𝑓 ≠ 0

𝑞 = 𝑞∀𝜙 > 0, 𝑖𝑓 𝜙 < 0 𝑎𝑛𝑑 𝑓 = 0
𝑞 = 𝜛𝑞𝑇, 𝑖𝑓 𝜙 > 0 𝑎𝑛𝑑 𝑑𝑟𝑇 = 𝑇𝑟𝑢𝑒

𝑞 ∗ 𝑎 ∗ (1 + (1 − 𝜂𝑖)), 𝑖𝑓 𝜙 > 0

 𝐼𝑇 =

{
 

 
𝑐𝑔∗𝜛𝑔+𝑐𝑑∗𝜛𝑑

𝑓
, 𝑖𝑓 𝜙 < 0 𝑎𝑛𝑑 𝑓 ≠ 0 

𝑐𝑑∗𝜛𝑑

𝑓
, 𝑖𝑓 𝜙 > 0 

0, 𝑖𝑓 𝑓 = 0

  (1) 

 

Note that  𝜏 −  𝜏′ is conditioned to a 𝑞 index. This is needed because this model uses a timespan of 300s between 

the readings. Hence, the temperature in the next timestep 𝜏′ is constrained to not generate unreal readings. Therefore, 

Eq.2, is the power consumption with cT being the freezer power demand, 𝐸𝑚𝑇, Eq.3, the emissions in g of Co2, 𝑒𝑇 the 

net emissions (IEA, n.d.), 𝑇𝑎𝑇 , Eq.4, the tariff in €, and 𝑝𝑇 , the price of the kWh (Eurostat, n.d.), (de Lima Munguba et 

al., 2023). 

 

𝐶𝑜𝑇 =
∑𝑐𝑇
1000

∗5∗1

60
                    (2) 

𝐸𝑚𝑇 = 𝑒𝑇

𝑇∗∑𝑐𝑇
1000

∗5∗1

60
                  (3) 

𝑇𝑎𝑇 = 𝑃𝑇

𝑇∗∑𝑐𝑇
1000

∗5∗1

60
                  (4) 

 

2.2 Aging 

 

In this work, only the compressor efficiency is manipulated as 𝜂𝑔𝑇 ∊ (0,1), so, as TOP. As in Mahmoodzadeh et 

al.(2020) and de Lima Munguba et al. (2023), the degradation is described by a Markov decision Process (MDP) with 

different states 𝑗𝑇∀𝑔. An MDP is essentially the tuple (𝑗𝑇 , 𝑎𝑇 , 𝑝𝑗𝑗′
𝑎 , 𝑦𝑇 , 𝛾), being 𝑗𝑇 the state, a parametrical abstraction, 

𝑎𝑇 the action gave by the agent, 𝑝𝑗𝑗′
𝑎  the transition probability, 𝑦𝑇  the cost function, and 𝛾 the discount factor. By that, the 

transition between the states 𝑗 → 𝑗′, 𝑗𝑇 ∊ (𝑗, 𝑗′), is driven by both the transition probability and the actions. Thus, in the 

maintenance frameworks, while 𝑗𝑇 can freely transit from 𝑗 to 𝑗′ while degrading, return from 𝑗′ → 𝑗 is impossible without 

the agent’s interference. Since in this work 𝐷𝑔𝑇  is not formally a 𝑗𝑇, this MDP is also a Hidden Markov Model (HMM). 

The HMM retrieves a data emission subjected to 𝑗𝑇, here 𝜀𝑇, the Weibull distribution between brackets in Eq. 5, and the 

speed rate 𝑔 degrades at each 𝑇. So, to simulate the aging with a faulty state, 𝑗𝑇 returns a higher 𝜅𝑗parameter for 𝑗′ than 

to 𝑗, increasing 𝜀𝑇 and quickening 𝐷𝑔𝑇  | 𝐷𝑔𝑇 = 1/𝜂𝑔𝑇. This is easier understood with Eq. 5, where 𝑒𝑙𝑔 is the compressor 

expected life span. 

 

𝜂𝑔𝑇 = 
{100−[𝜅𝑗𝑥

𝜅𝑗−1 𝑒𝑥𝑝(−𝑥
𝜅𝑗)]∗

100

𝑒𝑙𝑔
}

100
 ∀𝑥 > 0, 𝜅𝑗 > 0             (5) 

 

2.3 Action 

 

The agent’s maze resides in manage the compressor degradation 𝐷𝑔𝑇  and avoid the costly standing in 𝑗′ while 

tracking 𝑂𝑇(𝜏𝑖𝑛𝑡𝑇 , 𝐼𝑇 , 𝑑𝑟𝑇 , 𝜗𝑇). It is made by a set of actions 𝑎𝑇, as 𝑎𝑇 ∊ (0,1,2), and being 𝑎0𝑇 do nothing, 𝑎1𝑇 repair 

and 𝑎2𝑇 change. The action quantification was inspired by the reduction in failure intensity model proposed by Doyen 

and Gaudoin (2004). This is made by a discount factor 𝑓𝑑 as 𝑓𝑑 ∊ (0,1) applied to 𝐷𝑔𝑇 , so 𝐷𝑔𝑇′ = 𝐷𝑔𝑇 ∗ 𝑓𝑑𝑇. This 

detailing is available in Figure 3, based in (de Lima Munguba et al., 2023). 
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Figure 3. Details of the degradation model and the adjustment of the degradation model to maintenance actions. 

 

2.4 Reinforcement signal 

 

Lastly, there is the reinforcement signal. Designing the reinforcement signal is often considered an art, as the desired 

agent behavior hinges critically on getting the rewards right (Yousefi et al., 2020). Regarding maintenance, the goals of 

the reward-cost function 𝑅𝑇 − 𝑦𝑇  are: 

• Avoid complete failures, such as loss of functional capacity and equalization of internal and external tem-

perature. 

• Prolong the running time and device availability. 

• Reduce maintenance costs. 

In Yousefi et al. (2020), the 𝑅𝑇 is often subdued by 𝑦𝑇  if 𝑎𝑇 ∈ (1,2). Each 𝑎𝑇 return time Ι𝑎𝑇  and price 𝑦𝑎𝑇 , but 

only the prices are reported to the agent. The maintenance prices use the 𝜂𝑔𝑇 as a guide, so if higher the 𝐷𝑔𝑇 , higher the 

costs 𝛽. Here, 𝛽𝑔𝑎𝑇  | 𝛽𝑔1𝑇 ∈ {80, 250}, but dissimilarly, 𝛽𝑔𝑎𝑇  | 𝛽𝑔2𝑇 ∈ {500, 700} since the cost of a new compressor 

is independent of the state of the previous one. After all, technician and other costs are given by 𝛽𝑟𝑎𝑇  | 𝛽𝑟(1,2)𝑇 ∈

{80, 120}. Similarly, Ι𝑎𝑇  comes from 𝜄1 = 0, 𝜄1 ∈ {6,18} and 𝜄2 ∈ {18, 36}. Table 1 summarizes every action-result pair, 

and then, we have the expected time and cost of each action. 

 

Table 1. Estimation of the cost of the intervention for each of the actions. 

Action Time Price 

0 Ι𝑎𝑇 = 0 𝑦0𝑇 = 0 

1 
Ι𝑎𝑇 =

𝑚𝑎𝑥𝐷𝑐𝑇
100

∗ (𝑚𝑎𝑥𝜄1 −𝑚𝑖𝑛𝜄1) + 𝑚𝑖𝑛𝜄1 𝑦1𝑇 =
𝐷𝑐𝑇
100

∗ (𝑚𝑎𝑥𝛽𝑔1 −𝑚𝑖𝑛𝛽𝑔1) + 𝑚𝑖𝑛𝛽𝑔1 + 𝛽𝑟1 

2 Ι𝑎𝑇 = 𝜄2 𝑦2𝑇 = 𝛽𝑔2 + 𝛽𝑟2 

 

The sizing of 𝑦𝑎𝑇 , despite inspired in real-world values, aims to guide the agent as well, avoiding unwanted actions 

and penalizing bad policies while ensuring the value of good decisions. Here, the best decisions are those that lead to both 

minimal 𝑦𝑎𝑇  and 𝑇𝑎𝑇  in the long term and are unknown till the agent builds its action policy over 𝑅𝑇, so it must 

be built wisely since the 𝑅𝑇 must give to the agent a ‘feeling’ about the environmental status. This feeling means how 

close the agent is to its target, so closer, higher rewards (Knowles et al., 2011; Kongkijpipat et al., 2022; Koprinkova-

Hristova, 2014; Valet et al., 2022). Here, it was done by six indicators related to the freezer's working status. 

First, 𝑠𝑝𝑖𝑇  is the reward for reaching the set-point temperature. 𝑠𝑝𝑖𝑇 is purposed shaped like a linear equation be-

tween the outside temperature 𝜏𝑜𝑢𝑡𝑇 and the set-point temperature 𝜏𝑚𝑖𝑛 to assure the agent is rewarded by chasing reach 

𝜏𝑚𝑖𝑛 overtime. Therefore, when there is no energy in the system, 𝑠𝑝𝑖 = 0. Since the temperature readings can variate 

largely without any sign of malfunction, the shaping of 𝑠𝑝𝑖𝑇  also has the purpose of stabilizing the rewards. This is done 

by summing 𝑠𝑝𝑖𝑇 and the temperature difference indicator, 𝑑𝑡𝑖𝑇. 𝑑𝑡𝑖𝑇 measures the ∆𝜏 ∀ 𝑇 → 𝑇′, and on this basis, re-

wards the agent when the system goes away from 𝜏𝑜𝑢𝑡𝑇. 
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𝐼𝑖𝑇  reads the current and penalizes the agent when the readings are out of the ROP, 𝐼𝑝 while 𝜚 is a coefficient defined 

to say how much 𝐼𝑖𝑇  is relevant to 𝑅𝑇. This paper adopted 𝜚 = 3.23. The freezer in this study does not have variable 

speed technology. So, 𝜏𝑖𝑛𝑇 cycles around 𝜏𝑚𝑎𝑥 and 𝜏𝑚𝑖𝑛 as the compressor is activated and deactivated. This is cycling 

is accounted by 𝑐𝑜𝑖𝑇 . Most of the time, 𝑐𝑜𝑖𝑇 = 0, but if 𝜉𝑇 > 4, a cascading algorithm is called. First, 𝜉𝑇 counts the 

compressor time during the cooling cycle, and then, 𝜗𝑇 returns an indicator to the agent. Since the cycling can be misun-

derstood by the agent, 𝜗𝑇 is only accounted when the compressor time buffers over a threshold. However, 𝑐𝑜𝑖𝑇  does not 
obliterate the agent's decision-making, and therefore does not drive it, just ensures 𝑑𝑡𝑖𝑇 . 

Another indicator simply boosts the agent when there is a transition 𝑗′ → 𝑗 during the training. This is a ‘trick’ for 

accelerating the learning. Another ‘trick’ is to penalize the agent when there is a complete failure. Lastly, since the agent 

must function as little as needed, an action penalty was also set to prevent biases and induced malfunction. 

 

 

Figure 4. Details of the costs and rewards approximator. 
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Thus, 𝑅𝑇, to be maximized by the agent is defined by Eq.6. 

 

𝑅𝑇 = 𝑠𝑝𝑖𝑇 + 𝑐𝑜𝑖𝑇 + 𝑑𝑡𝑖𝑇 − 𝑙𝑖𝑇 − 𝑓𝑎𝑖𝑇 − 𝑝𝑠𝑇 − 𝑎𝑝𝑇 − 𝑦𝑎𝑇           (6) 

 

3 Double deep Q-learn maintenance scheduler 
 

The Q -learning, presented in 1989 by Watkins (Watkins, 1989), is an immensely popular RL algorithm. In Q-Learn, 

each state-action pair, called a function Q, is stored in a table. The action chosen for each state, the 'policy', is the highest 

value in the table for the state-action pair. The basic function of the Q - learn is described by Eq.7 (van Hasselt et al., 

2015): 

 

𝑄𝜋(𝑗, 𝑎) = 𝐸[𝑟1 + 𝛾𝑟2 + ⋯ | 𝐽0 = 𝑗, 𝐴0 = 𝑎, 𝜋]             (7) 

 

where 𝛾 is the discount function, 𝐸 means expected value, 𝑟 is the reward, 𝑗 is the state, and 𝑎 is the action. Thus, 

the optimal value is 𝑄𝜋(𝑗, 𝑎) = 𝑚𝑎𝑥𝜋𝑄𝜋(𝑗, 𝑎). There are problems when the 𝑗 is not directly observable, such as in this 

work. To them, the optimal value becomes 𝑄(𝑗, 𝑎. 𝛩𝑡), and thus the table update 𝑄 for an action 𝑎𝑡 in the state 𝑗𝑡, receiving 

and resulting 𝑟𝑇′ in the state 𝑗𝑡′ becomes Eq.8 (van Hasselt et al., 2015), where 𝛼 is the learning rate and 𝛻 the gradient 

operator. 

 

𝛩𝑇′ = 𝛩𝑇 + 𝛼 (𝑌𝑇
𝑄 − 𝑄(𝑗𝑇 , 𝑎𝑇 . 𝛩𝑇)) 𝛻𝛩𝑇𝑄(𝑗𝑇 , 𝑎𝑇 . 𝛩𝑇)            (8) 

 

Deep Q-learning is about replacing the Q-table with a multilayer neural network that takes care of returning a vector 

of actions for a given state 𝑄(𝑗. 𝛯), which 𝛯 is the neural network parameters. For Hasselt et al. (2015), the Deep Q-

Network (DQN) has two relevant attributes compared to traditional Q-learning: the so-called target network and the ex-

perience replay. The target network corresponds to Eq.9, differing in that the parameter 𝛩 becomes the 𝛯, and is updated 

each time 𝑇 from the network, and the experience replay is a memory defined to store the tuple (𝑗, 𝑎, 𝑟, 𝑗′) for 𝑗 non-

terminal during the phase of neural network training. 

 

𝑌𝑇
𝑄 = 𝑟𝑇′ + 𝛾 𝑄(𝑗𝑇′, 𝑎. 𝛯𝑇

′ )𝑎
𝑚𝑎𝑥                 (9) 

 

However, approaches like DQN and Q-learning can be overly optimistic due to limitations in the value function 

approximator's flexibility (van Hasselt et al., 2015). One solution, which can positively help in maintenance tasks, is to 

change the target network function to Eq.10. 

 

𝑌𝑇
𝑑𝑜𝑢𝑏𝑙𝑒𝑄 = 𝑟𝑇′ + 𝛾𝑄(𝐽𝑇′, 𝑄(𝐽𝑇′, 𝑎. 𝛯𝑇). 𝛯𝑇

′
𝑎

𝑚𝑎𝑥 )             (10) 

 

The main difference is in the application of a second approximator 𝛯′𝑇 , the output target network of the neural 

network. Then, the first 𝛯𝑇 become the traditional DQN configurator, and 𝛯′𝑇  become the actions evaluator. The higher 

stability of Double Deep-Q Network (DDQN) face DQN and tabular Q-learn drove the choice of its application as the 

maintenance scheduler in this work. 

 

4 Results and discussion 
 

This section presents the results of both training and evaluation of the proposed pipeline. First, the training will be 

discussed. Then, the agent's results are compared to preventive and corrective programs. 

 

4.1 Training and agent birth 

 

The training and testing were performed under the hyperparameters available in Table 2. Over several tests, those 

returned the most stable and successful results. 

 

Table 2. Hyperparameters and architecture. 

Learning rate 1x10-4 

Network architecture Dense network, layers: 

Input: 10, no activation 

Hidden: 48,32,32,24. ReLu activation 

Output: sixteen, no activation 

Type of algorithm Double DQN 

Training episodes 750 

Batch size 100 
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Discount fator 0.99 

 

The training process for this HMM exhibits some typical characteristics for RL agents, as illustrated in Figure 5. 

First, the agent prioritizes exploring the environment and learning how to avoid penalties. |After, the next step is to eval-

uate the optimal action policy. The left roughness is often known as the exploration x exploitation dilemma because the 

agent begins towards the borders of its actions and then converges to a best strategy. When that happens, in this HMM, 

the penalties vanish and the episode reward becomes stable, as can be seen. This means the training has been successful 

and the evaluation can be performed. 

 

 

Figure 5. Agent update return per episode overtime. 

 

4.2 Maintenance scheduling 

 

Beforehand, the RL algorithm successfully strived for the highest reward in the long term. That pursuit also led to 

lower emissions, consumption, repair costs, and downtime. In addition, none of the experiments reported a break in the 

cold chain or loss of perishables, i.e., complete failure. Aftermath, the results are in Table 3.  

 

Table 3. Maintenance scheduling results. 

- Program Rewards 
Emissions g 

of CO2 

Consumption 

kWh 

Repair 

cost 

Downtime re-

pair in hours 

Median 

Corrective 49877652.7 3588950.9 14723.1 0 0 

Preventive 846181.6 3415093.4 14027.8 1077.48 1.18 

DDQN Pre-

dictive 
899039.03 3407202.6 13996.4 774.49 1,09 

Coefficient of 

variation 

Corrective -0.53 0.017 0.016 1.87 1.86 

Preventive -2.84 0.020 0.019 0.46 0.35 

DDQN Pre-

dictive 
0.018 0.002 0.002 0.75 0.28 

 

From a ML perspective, the shaping of the 𝑅𝑇 − 𝑦𝑇  and 𝑂𝑇  signals provided the agent with sufficient information 

to develop an effective policy. Given that the problem was a MDP nested within an HMM, this planning approach demon-

strates the potential of deep reinforcement learning algorithms, such as DDQN, as maintenance schedulers. Maintenance 

schemes for refrigeration systems are often limited and complex due to multiple nonlinearities and parameters. However, 

as with other ML approaches, RL has shown remarkable results that outperform more extensive modeling, potentially 

easing wider adoption. These findings align with similar research in related domains. 

From a refrigeration standpoint, the RL-based approach aligns with CBM and its associated benefits. Stability is a 

crucial feature, and the RL agent's CBM strategy resulted in lower coefficient of variation (CV) over the long term. This 

means the action policy maintained the system closer to the ROP, translating to reduced life-cycle costs. 

From the environmental standpoint, this approach helps reduce emissions and improve food safety. For the low-

margin retail sector, the ability of the RL agent to optimize costs is a significant advantage, as discussed previously. 

This is better assessed in Figure 6 (a), which displays the approach of the agent. Here, 60% of maintenance costs by 

agent actions are below the minimum threshold of preventive, squared, and 100% of the power costs are below the pre-

ventive median. Another question might be raised about the 40% over the minimum threshold. This can be explained by 

the cost approximator itself. Its disclaimed, however that since they are computed as part of the 𝑅𝑇 − 𝑦𝑇 , whenever the 



Mercofrio 2024 - 14º Congresso Internacional de Ar Condicionado, Refrigeração, Aquecimento e Ventilação 

ASBRAV - 10, 11 e 12 de setembro de 2024 - Porto Alegre 

agent calls the costs are accounted. Sometimes, the agent repeatedly calls for action to avoid the penalties, when that 

happens, whether the repair is executed once as in real world, but the costs were computed twice in the test bench, as a 

penalty.  

Availability, as presented earlier, also was a concern of the agent. Since there was a right reflection in the TOP 

status, the repairs were grouped into a narrower performance range, lowering downtime. This predictability is desirable 

because acting before the failure also gives time to manage unplanned maintenance activities. With no tracking, the freezer 

often reaches high degrees of degradation, pressuring local maintenance crew and often breaking the cold chain. That 

never happened under the agent, as in Figure 6 (b). 

 

 

Figure 6. Repair cost x energy cost in the lifecycle (a), and average theoretical downtime in repair (b). 

 

Lately, emissions are also a major concern. In this viewpoint, the built policy is also managed more efficiently than 

the traditional scheduling. In Figure 7, there is a huge spike in the KDE around 3.4𝑥106, while the corrective program 

regularly drives the freezer to the highest possible consumption over time and the preventive program generates a much-

scattered range of possible emissions. This once more proves the potential of CBM tracking with RL, which can become 

a powerful tool in the pursuit of the global climate-changing defeating goals. 

 

 

Figure 7. Freezer emissions in the life cycle for each maintenance program. 
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5 Conclusions and future work 
 

In this paper, refrigeration cycle simulation data were learned using the RL method to generate maintenance sched-

uling based on aging and fault. It was demonstrated that the performance can be estimated by the agent based on the 𝑂𝑇  

and 𝑅𝑇 − 𝑦𝑇  signals quite accurately, and thus performing its desired task as designed. 

The results showed the proposed method identified faults and avoided complete failures. For the quantitative pa-

rameters, the agent managed to pursue the higher rewards, which also reflected in 6% fewer emissions compared to 

corrective maintenance and 28% lower repair costs, if compared to preventive, but major increases were found while 

improving system availability by reducing the number and time of maintenance stops. There was no complete failure 

under agent management. All these benefits are reflected in better performance and cost predictability, relevant to perish-

able loads and grocery stores. 

Although its promising results, the proposed method is still limited by the freezer model used as input data. Thus, 

in continuation of this research, the authors are advancing the RL agent to overcome the current results to then, developing 

a trustable and efficient RL solution that requires minimal data inputs when applied to a real freezer. 
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UM ESTUDO SOBRE PROGRAMAÇÃO DE MANUTENÇÃO DE SISTEMAS DE REFRIGERAÇÃO 

USANDO APRENDIZADO POR REFORÇO 

 

Resumo. Desde os expressivos resultados do AlphaGo™, o aprendizado por reforço vem atraindo atenção como otimi-

zador para tarefas de tomada de decisão, abrangendo desde jogos até operações no domínio da engenharia, como amor-

tecimento de vibrações ou gerenciamento de parques eólicos. Mais recentemente, pesquisadores propuseram arcabouços 

teóricos para aplicação de APRENDIZADO POR REFORÇO como programador de manutenção. E essas propostas têm-

se mostrado bem-sucedidas quando aplicadas a estruturas industriais, como oleodutos e turbinas a gás. A refrigeração 

também se apresenta como um campo propício a aplicação de técnicas de Aprendizado de Máquina principalmente por 

três fatores: a alta demanda energética e as emissões associadas aos sistemas de refrigeração, os significativos custos 

que as falhas de refrigeração podem impor a empresas varejistas de baixa margem, e a importância crítica de manter a 

cadeia de frio para evitar a deterioração de produtos. Com base em trabalhos relacionados, exploramos a seara do 

Aprendizado por Reforço como programador de manutenção, para obter um agente de inteligência artificial capaz de 

gerenciar a degradação de um dispositivo de refrigeração ao longo do tempo. Ao final, o programador de manutenção 

proposto reduziu as emissões em cerca de 6% e os custos de reparo em aproximadamente 33%, em comparação com os 

métodos corretivo e preventivo, demonstrando sua viabilidade e a oportunidade tecnológica do desenvolvimento de agen-

tes capazes de detectar falhas e programar manutenção de forma autônoma. 

 

Palavras-chave: Aprendizado por Reforço, Refrigeração, Manutenção, Emissões, Custos. 


